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Chapter 13: Probability.

Exercise 13.1
1. Given that E and F are events such that P(E)=0.6,P(F)=0.3 and
P(ENF)=0.2 then find the values of P(E|F) and P(F|E)
Solution: Given P(E)=0.6,P(F)=0.3 and P(ENF)=0.2
The conditional probability states that

_P(ENF) 02 2
PEF)="5F) 0373

Therefore, P(E|F)=

The conditional probability states that

Therefore, P(F |E) =

2. Compute P(A|B) if P(B)=0.5and P(AnB)=0.32

Solution: Given, P(B)=0.5 and P(AnB)=0.32

The conditional probability states that

P(ANB) 032 16

P(AIB)= P(B) 05 25

Therefore, P(A|B)= ;—2
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3. If P(A)=0.8,P(B)=0.5 and P(B|A)=0.4 find
i) P(ANB) ii) P(A|B) iii) P(AUB)
Solution: Given, P(A)=0.8,P(B)=0.5and P(B|A)=0.4

The conditional probability states that

P(E}M

A P(A)
(i) Hence, OA:WS P(AnB)=0.32

(i)  Use conditional probability

p(éj_m
B) P(B)
032

05
~0.64

(ilf)  Use addition theorem on probability
P(Au B): P(A)+ P(B)—P(Am B)
=0.8+0.5-0.32
=0.98

Hence, P(AUB)=0.98

4. EvaluateP(AUB), if 2P(A)= P(B):% and P(A|B)=§
Solution: Given, 2P (A) = P(B):%

It implies that P (A) =% and

P(ANB)

P(B)

Substitute the appropriate values in the above equation.

Use the conditional probability P(A|B) =
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Use the Addition theorem on probability

P(AuB)=P(A)+P(B)-P(ANB)

5 5 2
=t ———
26 13 13
_5+10-4 \
26
_u
26
11

Therefore, P(AUB) = >

6 5 7 .
. P(A)=—,P(B)== and P(AUB)=—_,
5. If P(A) 0 (B) B and P(AUB) m find
i. P(ANB)
i. P(A|B)
ii. P(B|A)
. . 6 5 7
Solution: Given, P(A)=—,P(B)=— and P(AUB)=—
11 11 11

I.  Addition theorem of probability states that
P(AUB)=P(A)+P(B)-P(ANB)
Substitute the appropriate values

72,5 p(anB)
11 11 11
4
P(ANB)=—
(AnB)=r7
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Therefore, P(ANB) :%

ii.  The conditional probability states that
P(ANB)

P(A|B)= P(B)

ale 2o~

Therefore, P(A|B) =%

iii.  The conditional probability states that
P(ANB)

P(B|A)= 0

ISP

Therefore, P(B|A)= %

6. A coin is tossed three times, where
i. E :head on third toss, F : heads on first two tosses
ii. E : At least two heads, F : At most two heads

iii. E : At most two heads, F : At least one tail.

Find the value of P(E|F)in each part.

Solution: The sample spaceSis S = {HHH ,HHT ,HTH, THH, TTH,THT, H'I'I','ITI'}

i.  Giventhat E :head on third toss, F : heads on first two tosses

E = {HHH, HTH,THH,TTH} and F = {HHH, HHT}
Hence, ENF ={HHH}

Conditional probability states that
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P(ENF)

P(E|F)=
EIF="5 )
_N(EnF)
~ n(F)
_1
4
Therefore, P(E|F) =
ii.  Giventhat E : At least two heads, F : At most two heads
E ={HHH,HTH,THH,HHT} and
F ={TTT,TTH,THT,HTT,HTH, THH, HHT }
Hence, ENF :{HHH,HTH,THH,HHT}
Conditional probability states that
p(E|F)=M
P(F)
_n(ENF)

Al

~ n(F)

4
:

Therefore, P(E|F) =;

iii.  Given that E : At most two tails, F : At least one tail.

E = {HHH, TTH,THT,HTT, THH, HTH, HHT } and
F = {TTT,HHT, THH, HTH, TTH, THT ,HTT}
Hence, E NF = {HHT,THH, HTH, TTH, THT ,HTT}

Conditional probability states that

P(ENF)
P(F)

_n(ENF)

n(F)

P(E|F)=

6
=
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Therefore, P(E |F) =g

7. Two coins are tossed once, where
I.  E :tail appears on one coin, F :one coin shows head

ii.  E: notail appears, F :no head appears.

Find the value of P(E|F)in each part.

Solution: The sample spaceSis S ={HH,HT,TH,TT}

i.  Given that E :tail appears on one coin, F :one coin shows head

E ={HT,TH} And F = {HT,TH}
Hence, ENF ={HT,TH}

Conditional probability states that

P(ENF)
P(F)

_N(EnF)

n(F)

P(E|F)=

Ll ORI )

Therefore, P(E|F)=1
ii. Giventhat E: no tail appears, F :no head appears.

E={HH} AndF ={TT}
Hence, ENF ={ }

Conditional probability states that

P(ENF)
P(F)

_n(EnF)

n(F)

P(EIF)=

O RO

Therefore, P(E|F)=0
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8. A die is thrown three times, suppose that E : Appear 4 on third toss, F : 6, 5 appear
on first two tosses. Then find P(E|F)

Solution: The number of possible cases for the event E : Appear 4 on third toss:

First two tosses any one of first six numbers, so that n(E) =6x6=36

For the event F : 6, 5 appear on first two tosses

F={(6,51),(6,52),(6,53).(6,54),(6,55),(6,56)}

Hence, ENF ={(6,5,4)}

Conditional probability states that

P(EﬁF)
P(F)
_ n(EnF)

n(F)

P(E|F)=

1
6

Therefore, P(E|F) :%

9. Mother, Father and son line up at random for a family picture

E : Son on one end, F: Father in middle
Then find P(E|F)

Solution: Suppose that A:Mother, B: Father, C:Son

Given that E : Son on one end, F : Father in middle

It implies that E = { ABC, BAC,CAB.CBA} and F = {ABC,CBA!

Hence, E N F ={ABC,CBA}

Conditional probability states that
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P(ENF)
P(F)
_ n(ENF)

n(F)

P(E|F)=

Ll SN N

Therefore, P(E|F)=1
10. A black and a red dice are rolled.
a. Find the conditional probability of obtaining a sum greater than 9,
given that the black die results 5
b. Find the conditional probability of obtaining the sum 8, given that the
red die resulted in a number less than 4.

Solution: Given that one black and one red dice thrown.

a. Suppose that E be the event of getting total 9 and F be the event of getting 5
on the black die
The set of favourable cases to the event E is

E={(B.,R;). (B3 Ry). (B5, Ro). (Bs R (B, Rs ) (B, Ry )}
The set of favourable cases to the event F is

F={(B5,R).(BsR,).(Bs,Rs). (B, Ry ). (Bs. Ry ). (B, Re)}
Hence, ENF ={(By,R;),(Bs,R;)}

Conditional probability states that

P(EﬁF)
P(F)
_ n(ENF)

n(F)

P(E|F)=



Infinityy ., Sri Chaitanya
Learn ' Educational Institutions

Therefore, P(E |F)= 1

b. Suppose that E be the event of getting sum 8 and F be the event of getting
number less than 4 on the red dice

The set of favourable cases to the event E is

E={(B,R).(BuR).(BLR,).(BuiR). (B R,
The set of favourable cases to the event F is
(BiR). (B, R, (B3R, (By R, (Bsy R, (Be Ry,
F= (81'R1) (BZ’R) (B Ry). ( Rz)’(Bs'Rz)'(Bes’Rz)’
(BuR)(BorR.). (B Ro) (B (B ) (B Ry)
Hence, ENF ={(B;,R,) R,)}

Conditional probability states that
P ( En F)
P(F)
n(EnF)

~n(F)

P(E|F)=

Therefore, P(E|F)= %

11.  Afairdie is rolled. Consider the events E ={1,3,5},F ={2,3},G ={2,3,4,5} then
find the following
i)  P(E|F)and P(F|E)
i) P(E|G) and P(G|E)
iy  P(EUF|G) and P(ENF|G)
Solution: Given that E ={1,35},F ={2,3},G ={2,3 4,5}

P(ENF)

i) Conditional probability states that P(E |F)= P (F)

Here ENF ={3}.

] 9 9
[l Il
Ol IO—‘O|N
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It implies that

Therefore, P(E|F)=

N |-

Conditional probability states that P(F |E) = P(FI’E(—E)F)

Here ENF ={3}.

It implies that

P(ENF)

P(F|E)= > (E)

Therefore, P(F |E) =

w| P

P(ENG)

P(G)

ii) Conditional probability states that P(E |G) =

Here ENG ={35}.

It implies that
P(E|G)=—P(PE(2)G)
_ n(ENG)
n(G)
2
T4

Therefore, P(E |G) =%
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Conditional probability states that P (G | E) = %
Here ENG ={35}.
It implies that
P(E)
_n(ENG)
n(E)
_2
3
2
Therefore, P(G|E):§
P(EUFNG)

Conditional probability states that P(E UF |G) = 5(G)

Here EUF ={1,2,35'EUF NG ={2,35}.

It implies that

P(EUFNG) n(EUFNG) 3
P(EUF|G)= 5(G) == ©) =7

Therefore, P(EUF |G)=%

P(ENFNG)
P(G)

Conditional probability states that P(ENF |G) =

Here ENF NG ={3}

It implies that

P(ENFNG) n(ENnFNG) 1
P(ENFI|G)= 5(0) == 0 =7

Therefore, P(ENF |G):%
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12.  Assume that each born child is equally like to be a boy or a girl. If a family had two
children. What is the conditional probability that both are girls given that
)} The youngest is a girl
i) At least one is girl.

Solution: Suppose that B :boy and G :qgirl.

Sample space for the experiment is S = {( BB),(BG),(GB),(GG)}

)] Let E be the event of getting family having both are girl children
E ={GG}

Let F be the event of getting a family having youngest is a girl

F={(ce).(cB)}

Hence, ENF ={(GG)}

The conditional probability states that P(E | F)= %
p(E|F)=2EDF)
P(F)
_N(ENF)
n(F)
1
"2

Therefore, P(E|F) =%

i) Let E be the event of getting family having both are girl children
E={GG)

Let F be the event of getting at least one girl

F ={(GG).(GB).(BG)]
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Hence, ENF ={(GG)}

The conditional probability states that P(E |F) = PEAT) (PE(:)F)
o (e1F)- PECF)
P(F)
_n(EnF)
- n(F)
1
3
1
Therefore, P(E|F)=§

13.  Aninstructor has a question bank consisting of 300 easy True/False questions, 200
difficult True/False questions, 500 easy multiple choice questions and 400 difficult
multiple choice questions If a question is selected at random from the question bank,
what is the probability that it will be an easy question that it is a multiple choice
questions?

Solution: The given data can be tabulated as below

True/False(T) | Multiple(M) | Total

Easy(E) 300 500 800
Difficult ( D) 200 400 600
Total 500 900 1400

We want to find the probability getting an easy question that it is a multiple choice

question.
Conditional probability states that P(E|M )= ID(IDE(—W
P(EIM)= P(PE“M):”(E“M):500:§
(M) n(M) 900 9
5
Therefore, P(E|M):5
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14.  Given that the two numbers appearing on throwing the two dice are different. Find
the probability of the event “ The sum of the numbers on the dice is 4”

Solution: Let E be the event of getting different numbers on two dice

The number of favourable cases to the event E is n(E)=36—6(doublet) =30

Let F be the event of getting the sum of the numbers on the dice is 4.

F={(13).(22),(31)}

Hence, ENF ={(13),(31)}

Conditional probability states that P(F |E) = M
P(E)
p(F|E)= P(ENF)
P(E)
_2
30
_b
15

Therefore, P(E|F) =%

15.  Consider the experiment of throwing a die, if a multiple of 3 comes up, throw the die
again and if any other number comes, toss a coin. Find the conditional probability of
the event the coin shows a tail, given that at least one die shows as 3

Solution: The sample space of the experiment is

S_{(1,H)1(1,T),(21H),(21T),(311),(3,2)1(3,3),(314),(3,5)1(3,6) }

- (4, H),(4,T),(5, H),(5,T),(6,1),(6,2),(6,3),(6,4),(6,5),(6,6)
Here n(S)=20

Let E be the event of showing tail on the coin

E={1T),(27).(4T).(5T))
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Here, n(E)=4
Let F be the event of getting 3 at least on one dice
F={(31).(32).(33).(34).(35).(36).(6.3)}
Here, n(F)=7

Consider ENnF=¢

Hence, n(ENF)=0

Conditional probability states that P(E | F) =—p(E a F)
P(F)
Hence,
P(E|F)= P(EmF)
P(F)
_n(EnF)
~n(F)
_0
7
=0

Therefore, the probability of the event the coin shows a tail, given that at least one

die shows as 3 is zero.

6. |If P(A):%,P(B)zo then the value of P(A|B)
A) 0
1
B) =
) 2
C) Not defined
D) 1

Solution: Given P(A) =%, P(B)=0
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Conditional probability states that P(A|B) = %
P(ANB)
P(B)
_N(AnB)
- n(B)

= Not defined

P(A|B)=

This is matching with the option (C)

17.  If A and B are the events such that P(A|B)=P(B|A) then

A) A#B

B) A=B

C) AnB isanempty set
D) P(A)=P(B)

Solution: Given P(A|B)=P(B|A)

P(ANB)

P(B)

Conditional probability states that P(A|B) =

It implies that P(A)=P(B)

This is matching with the option (D)




